
enhanced) in water vapor. The distribution of
water ice throughout the solar nebula may
have varied with heliocentric distance and
with time (12), producing environments with
varying rock/water ratios. The existence of
extensively hydrated FGRs contained within
aqueously altered meteorites implies that the
formation of chondrules and eventually me-
teorite parent bodies may have extended into
the region where Jupiter eventually formed.
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Robust Normal Mode Constraints
on Inner-Core Anisotropy from

Model Space Search
Caroline Beghein,* Jeannot Trampert

A technique for searching full model space that was applied to measurements
of anomalously split normal modes showed a robust pattern of P-wave and
S-wave anisotropy in the inner core. The parameter describing P-wave anisot-
ropy changes sign around a radius of 400 kilometers, whereas S-wave anisot-
ropy is small in the upper two-thirds of the inner core and becomes negative
at greater depths. Our results agreewith observed travel-time anomalies of rays
traveling at epicentral distances varying from 150° to 180°. The models may
be explained by progressively tilted hexagonal close-packed iron in the upper
half of the inner core and could suggest a different iron phase in the center.

The concept of inner-core anisotropy is gen-
erally accepted as an explanation for the di-
rectional dependence of PKIKP travel times
and the anomalous splitting of core-sensitive
free oscillations (1, 2). Several models have
tried to explain both kinds of data, but am-
plitude and depth dependence of the anisot-
ropy are still a matter of debate (1–7). In
particular, models derived from the inversion
of normal mode data cannot explain the large
travel-time anomalies observed for body
waves traveling at high epicentral distances
(8–10). Even joint inversions of normal mode
and travel-time data fail to reconcile all ob-
servations (4, 5, 11). Outer-core structure was
even suggested to explain all existing data but
could not account for the strong splitting of

modes highly sensitive to inner-core structure
(6). The inner core is believed to be mainly
composed of solid iron, with some unknown
light elements (12–16). Although the stable
phase of iron at inner-core conditions is not
known, mineralogical studies tend to favor a
hexagonal close-packed (h.c.p.) structure.
Nevertheless, the possibility of another stable
phase is not excluded, especially in the pres-
ence of lighter elements (15). Estimates of the
elastic properties of h.c.p. iron at high pres-
sure and temperature (17) suggest that the
basal plane of one-third of the crystals would
have to be aligned with Earth’s spin axis to
match travel-time observations.

The inner core is generally modeled as a
cylindrical medium with a symmetry axis par-
allel to Earth’s rotation axis (1, 2). In that case,
normal mode theory (18) shows that zonal
structure coefficients at degrees two and four
are linearly related to three parameters that
describe seismic anisotropy:
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where s is the spherical harmonic degree, r is
the radius, Ricb stands for the radius of the
inner core, and cs0 is the measured structure
coefficient at degree s and order zero of a
given mode. �, �, and � are the three aniso-
tropic parameters describing P-wave anisot-
ropy, S-wave anisotropy, and the anisotropy
of waves that do not travel along the ver-
tical or horizontal directions, respectively.
They are related to the well-known Love
coefficients A, C, N, L, and F (19) as
follows: � 
 (C – A)/A0, � 
 (N – L)/A0,
and � 
 (A – 2N – F)/A0, with A0 the value
of elastic parameter A at the center of
Earth. C and L are related to the speed of P
and S waves traveling parallel to Earth’s
rotation axis; A and N, to waves traveling
perpendicular to Earth’s rotation axis. Ks

�,
Ks

�, and Ks
� are the sensitivity kernels of a given

mode to Earth’s structure. The three model
parameters were expanded on a series of five
cubic spline functions with knots equally

spaced through the inner core. The anisotropic
models are found by inverting or solving Eq. 1
for the spline coefficients.

We established that discrepancies among ex-
isting seismological models of inner-core anisot-
ropy are mainly due to regularization, which
stabilizes the inverse problem defined by Eq. 1.
Regularization or damping is needed to force a
solution in the presence of nonuniqueness be-
cause of bad model sampling or contradictions in
the data. Because normal mode data are sensitive
not only to the core but also to the overlying
mantle, another possible source of uncertainty is
the three-dimensional mantle model used to cor-
rect the measurements. From inversions by sin-
gular value decomposition (20), we found that
regularization and data quality had a substantial
influence on the final model, whereas the chosen
mantle model was less crucial (Fig. 1). We used
different levels of damping and two sets of data,
consisting of zonal degree two and degree four
structure coefficients and their error estimates
(21). The first data set consisted of older mea-
surements (22, 23), whereas the second data set
resulted from the most recent splitting measure-
ments that followed the great Bolivia and Kuril
Islands earthquakes in 1994 (24–26). All data
were corrected with the crustal model

CRUST5.1 (27). Various mantle models (28–
35) were tested (21). For all data sets, we ob-
served that the choice of the mantle model does
not have a profound effect on the solution: It
affects the amplitude of the anisotropy but not
the depth pattern. The regularization, however,
changes the models significantly. In general, a
higher damping pushes the anisotropic signal
into shallower parts of the inner core. We further
observed that inversions of the older measure-
ments produced models with the maximum of
P-wave anisotropy situated at the top of the inner
core, whereas including more recent data shifts
this maximum to greater depths. All models
obtained by damped inversions showed small
amplitudes in the innermost inner core because
of the nature of the sensitivity kernels. Therefore,
they cannot predict the large travel-time anoma-
lies observed for waves traveling in a north-
south direction (8–10).

The strong dependence of the obtained aniso-
tropic model on damping indicates the presence
of a large model null space (the part of the model
space not constrained by the data). In addition,
inversions do not provide realistic posterior
model uncertainties because of a complete trade-
off between variance and resolution (36). To
obtain all possible models of inner-core anisot-

Fig. 1. Models resulting from
the inversion of older (A and
B) and recent (C and D) data
are shown. Two levels of
damping were applied. (A)
and (C) correspond to highly
damped models; (B) and (D)
are models for which the
constraint of the damping
was lower. The solid lines
represent P-wave anisotro-
py; the dotted lines, S-wave
anisotropy; and the dashed
lines, parameter �. Differ-
ent mantle models (21)
were used to correct the
data, yielding the inner-
core models in color and in
the gray areas.
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ropy compatible with free oscillation data, we
employed a forward modeling approach, the
neighborhood algorithm (NA) (37, 38). With
such a method, the entire model space is ex-
plored, no regularization is introduced, and the
model parameter uncertainties and correlations
can be obtained. The NA has recently been made
available and successfully used in small-size to-
mographic studies (29, 30, 39). We used the NA
to survey the entire model space and found the
ensemble of inner-core models that fit the select-
ed splitting data (21). Because the free oscilla-
tions were strongly excited by the Bolivia and
Kuril Islands earthquakes of 1994, we applied
the NA to the most recent anomalous splitting
measurements only (21). The resulting models of
inner-core anisotropy fit the data with a � misfit
lower than 3 regardless of the mantle correction
applied (21). The results present several robust
characteristics (Fig. 2). First, for most models, �
is positive in the upper half of the inner core (r 

500 to 1200 km), with amplitude increasing
down to the middle of the inner core and becom-
ing negative at greater depths. The fast direction
for P waves is thus along the rotational axis in
the middle of the inner core but becomes parallel
to the equatorial plane at greater depths. Second,
� is small and slightly positive in the upper
two-thirds of the inner core and becomes nega-
tive in the lower 400 km of the core. Thus, shear
waves sampling the innermost inner core are
expected to move faster along the rotational axis
than along the equatorial plane. Third, � is neg-
ative at the inner-core boundary and undergoes
two successive changes of sign around r 
 1100
km and r 
 600 km. All these features are robust
and independent of the mantle correction (21).
The most interesting finding is that many models
show an anisotropic signal at large depths, as
opposed to inversion results where the damping
drives the innermost core anisotropy to zero.
There are some features that are not as well
constrained: � and � have much larger errors at
the very bottom of the inner core, and their signs
are not robust. Their values at large depths are
not independently constrained by our data, as
can be seen on the correlation matrix (Fig. 3).

To test the compatibility of this family of
inner-core models with observed differential
travel-time anomalies, we generated random
samples according to the posterior probability
density functions associated with each model
parameter (21). P-wave velocity anomalies
associated with inner-core anisotropy are giv-
en by (1):

�



eq
� �2� � �� cos2� �

�1

2
� � 2� � ��cos4� (2)

where � is the angle between the ray and
Earth’s rotation axis and 
eq is the equatorial
velocity. Predictions of differential travel-

time anomalies are computed for waves trav-
eling at about 153° epicentral distance, which
sample the upper 290 km of the inner core,
and for rays traveling at 170° epicentral dis-
tance, which turn at a radius of about 350 km
(Fig. 4). We also computed predictions in the
epicentral range from 168° to 180°. All mod-
els produced, irrespective of the mantle cor-
rection, are compatible with the observed
travel-time anomalies of rays sampling the
upper quarter of the core, and most of them
predict anomalies between 4 and 6 s for rays
traveling in a north-south direction, which
confirms the estimates made from mantle-
corrected travel-time data (10).

Our results are robust and independent of
the mantle model used to correct the data.
The full model space search identified previ-
ously unknown solutions from damped inver-
sions and produced models with the use of

normal mode data alone that agree with the
observed differential travel-time anomalies of
rays traveling through the inner core at epi-
central distances varying between 150° and
180°. More detailed than a division between
bulk and innermost inner core (11), a simple
model of radially varying cylindrical anisotropy
is sufficient to explain splitting and travel-time
data without needing outer-core structure (6). A
comparison with the latest determination of the
elasticity of h.c.p. iron at inner-core conditions
(17) shows that some of our models can be
explained by progressively tilted h.c.p. iron in
the upper half of the inner core, with their
symmetry axes oriented at 45° from Earth’s
rotation axis at r 
 900 km and at 90° in the
middle of the inner core. In the deepest inner
core (r 
 0 to 400 km), none of our models is
compatible with published data of h.c.p. iron.
This result might suggest the presence of an-

Fig. 2. Models resulting from the
application of the NA using man-
tle (29). The thin dotted line rep-
resents the mean model, and the
thick surrounding lines corre-
spond to two standard devia-
tions taken from the posterior
probability density functions ob-
tained from the NA.

Fig. 3. Correlation
matrix corresponding
to the family of mod-
els in Fig. 2. Indices
correspond to the ra-
dii of the different
spline knots. The off-
diagonal elements in
the matrix describe
how the data link the
different model pa-
rameters together. ICB
indicates the inner-
core boundary.
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other phase from these depths. Such a phase of
iron could indeed be stable in the presence of
impurities (15).
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An Evolutionary Advantage of
Haploidy in Large Yeast

Populations
Clifford Zeyl,* Thomas Vanderford,† Michele Carter‡

Although seed plants and multicellular animals are predominantly diploid, the
prominence of diploidy varies greatly among eukaryote life cycles, and no
general evolutionary advantage of diploidy has been demonstrated. By doubling
the copy number of each gene, diploidy may increase the rate at which adaptive
mutations are produced. However, models suggest that this does not neces-
sarily accelerate adaptation by diploid populations. We tested model predic-
tions regarding rates of adaptation using asexual yeast populations. Adaptive
mutations were on average partially recessive. As predicted, diploidy slowed
adaptation by large populations but not by small populations.

The evolutionary origins of diploidy, sex, and
recombination, and their subsequent long-
term effects, are often intertwined, both in
evolutionary theory and in nature (1–3). The
masking of recessive deleterious mutations
(4–7) and the more frequent production of
adaptive mutations (8–10) have both been
hypothesized as evolutionary advantages of

diploidy. We focused on the rates of adapta-
tion in haploid and diploid yeast populations.
In asexual populations, adaptation is typically
thought to occur in a series of selective
sweeps, each composed of two phases: a
waiting period, representing the number of
generations before the occurrence of the next
adaptive mutation that escapes loss by genet-

Fig. 4. Predictions of differential travel-time anomalies PKP(BC)-PKP(DF) at the epicentral distance
of 153° (A) and PKP(AB)-PKP(DF) at the epicentral distance of 170° (B) and in the range of 168°
to 180° (C). The dots in (A) and (B) are data points for waves traveling in the epicentral distance
range from 147° to 153° and from 167° to 173°, respectively (7). The diamonds in (C) are binned
AB-DF data between 168° and 180°, with two standard deviations (10). These estimations are on
the basis of a random prediction from the family of models shown in Fig. 2. The solid vertical lines
represent two standard deviations of our predictions (21).
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